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Abstract  

Physical violence in the educational environment has a serious impact on mental health, safety, and student 

achievement, in addition to causing physical injury, violence can cause psychological trauma that interferes with 

the learning process, due to the limited supervision system, lack of officers, and the absence of automatic detection 

technology. This research aims to design and develop an automatic detection system of physical violence using 

digital image processing technology. This study uses the Convolutional Neural Network (CNN) method with the 

stages of digital image collection and labeling, preprocessing, model training, and evaluation using accuracy, 

precision, recall, and F1-score metrics. The CNN architecture was chosen because it is efficient and accurate, and 

it supports data augmentation to improve generalization. The dataset was taken from kaggle and primary data at 

the al-falah huraba Islamic boarding school which consisted of 2000 images which included: 800 images of 

violence on CCTV of the dormitory room, 500 images of violence simulation of training videos and 500 non-

violent images. The results showed that the developed CNN model was able to detect physical violence with an 

accuracy of above 88%, making it feasible to apply in surveillance camera-based school surveillance systems 

(CCTV). The system is able to classify images in real-time into two categories: safe and hard. This research 

contributes to the use of artificial intelligence to support efficient and affordable technology-based education 

security. 
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1. Introduction 

The implementation of AI (Artificial Intelligence) has 

grown rapidly over the past few years [1]. In general, 

artificial intelligence is currently divided into two main 

branches, namely Deep Learning and Machine 

Learning [2]. One of the most widely used Deep 

Learning techniques today is the Convolutional Neural 

Network (CNN) [3]. U-Net is a neural network 

architecture to upsample and produce high-resolution 

segmentation [4]. 

The U-Net architecture is used to classify images, where 

this architecture can be used as a solution to physical 

violence cases to increase surveillance [5]. Violence, 

whether physical, mental, or emotional, is a serious 

problem [6]. Surveillance systems can be implemented 

effectively to detect and respond to acts of violence and 

bullying quickly and accurately. Installing CCTV is a 

form of security or supervision of students [7]. This is 

one of the efforts to help schools [8]. 

Therefore, an automated system can automatically 

detect digital images or videos [9] of violence detection 

is needed to increase effectiveness without the need for 

continuous human supervision [10]. System 

development by utilizing cutting-edge machine learning 

techniques to detect violence [11]. Violence detection 

apps can be useful for monitoring bullying and reducing 

the number of bullying cases that occur in schools [12]. 

One type of neural network that is commonly used in 

image data is Convolutional Neural [13]. Artificial 

intelligence used in education is Deep learning 

[14].Convolutional Neural Network (CNN) is one of the 

methods in Deep Learning [15]. CNN is a development 

of Multi Layer Perceptron (MLP) and is one of the 

algorithms of Deep Learning. The CNN algorithm plays 

a role in the process of extracting traits from the input 

image data [16]. The CNN method has the most 

significant results in image recognition [17].  

The development of a traffic violation detection system, 

using the YOLO3 method combined with CNN and 

LSTM has a higher accuracy of 89%. Meanwhile, in the 

CNN base model, the resulting accuracy is 85% [16]. 

The combination of Convolutional Neural Network and 

Face-API for Effective and Efficient Online Attendance 
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Tracking methods in the development of face detection 

applications for online attendance is designed to help 

teachers track student attendance. CNN is designed to 

process two-dimensional data because it is the 

development of Multilayer [18][19]. 

The findings in this study suggest that deep transfer 

learning and image augmentation can improve detection 

accuracy [20]. In the study, the detection of the level of 

hate speech with the LSTM model achieved an overall 

accuracy of 93.14% [21]. The selection of the right 

classification method is indispensable according to the 

factors that support the level of processing to solve the 

problem [22]. In measuring the performance of the 

training process, it will be compared with some basic 

detection models used, such as CNN, VGG16, 

ResNetNet50, MobileNetV2, YOLO3, and 

YOLO3+LSTM. [23]. 

However, most previous research has focused on 

violence in public spaces such as stadiums, stations, and 

highways. Few specifically explore the context of 

schools, where the characteristics of the environment 

are more homogeneous and the types of violence tend 

to occur spontaneously and in short duration. Therefore, 

this study aims to develop a visual detection system of 

physical violence based on digital imagery designed 

specifically for educational environments. This system 

is expected to be able to distinguish between safe and 

violent activities accurately, quickly, and can be 

integrated with existing surveillance cameras (CCTV) 

in schools. 

 

2. Methods 

This study uses an experimental quantitative approach 

with a deep learning-based model development method. 

The framework of this study describes systematic steps 

to develop and test a physical violence detection system 

using the CNN method, which is focused on visual 

identification in the environment of the Al-Falah 

Huraba Islamic Boarding School. The research stages 

are designed to produce accurate and adaptive detection 

models, as shown in Figure 1. 

 

Figure 1. Research Framework 

Figure 1 shows the process of detecting violence with 

CNN U-Net, starting from the collection and 

preprocessing of datasets (video crop, image resize, 

augmentation), the division of data into training, testing, 

and validation, followed by detection, evaluation using 

accuracy, precision, recall, and F1-score, and ending 

with testing and validation of the model. 

2.1 Violence Imagery Dataset 

Datasets are an important component in machine 

learning-based research. At this stage, a dataset of 

images or video footage containing violent and non-

violent scenes is collected. This dataset is the basis for 

training and testing of the violence detection model that 

will be developed. 

To improve the accuracy of the model and avoid 

overfitting, data augmentation was carried out in the 

form of random rotation, exposure changes, zoom 

in/out, and horizontal flipping. This technique has been 

shown to improve the model's resistance to variations in 

lighting conditions and viewing angles. This data is 

taken directly from surveillance cameras (CCTV). To 

complement the limited number of real data, simulated 

data on physical violence was also made in a controlled 

manner. 

2.2 Preprocessing Data 

Data preprocessing aims to standardize the format and 

reduce noise so that the CNN U-Net model can 

recognize the data optimally. This process includes 

cropping to crop an area of the image or video so that 

only important parts that contain an indication of 

hardness, resize to equalize the dimensions of the image 

according to the model's input, as well as augmentation 

such as rotation, flipping, or lighting adjustment to 

increase data variety and increase model durability. 

After that, the dataset is divided into training data for 

the learning process, test data to measure initial 

performance, and validation data to evaluate the model's 

generalization ability against new data. 

2.3 Results of Violence Detection 

CNN and U-Net models that have gone through the 

training process are then used on test data to detect acts 

of violence. This process results in a prediction of 

whether an image or video footage contains elements of 

violence or not, which is then used as a reference in 

evaluating the model's performance. 

2.4 Evaluation of the CNN Model 

Model performance evaluation was conducted to assess 

the ability of CNN and U-Net to detect harshness, using 

accuracy, precision, recall, and F1-score parameters. 

The calculation of each parameter is described in the 

following formula. 

𝐴𝑘𝑢𝑟𝑎𝑠𝑖 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
𝑋 100%                (1) 
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 𝑋 100%              (2) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
𝑋 100%               (3) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 𝑋
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑋 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+ 𝑅𝑒𝑐𝑎𝑙𝑙
 𝑋 100%      (4) 

Table 1 shows the model's evaluation results, with an 

accuracy of 91.47%, precision of 93.05%, recall of 

85.90%, and an F1 score of 89.0%. The average 

inference time is 117 ms per frame, indicating efficient 

performance. 

 
Table 1. Evaluation Results 

Evaluation Metrics Result 

Accuracy 91.47% 
Precision 93.05% 

Recall 85.90% 

F1 Score 89.0% 
Average inference 117 ms/frame 

 

2.5 Testing and Validation 

After the evaluation process, the model is further tested 

using validation data to ensure its performance stability. 

This stage aims to verify that the model not only 

delivers good results on training data and test data, but 

is also able to maintain performance when dealing with 

new data that has never been processed before. 

2.6 CNN Model Architecture 

The CNN model is built with a layered architecture 

consisting of: 

a. Convolutional layers to extract spatial features 

from images, 

b. Pooling layer to reduce dimensions and 

prevent overfitting, 

c. Fully connected layer for final classification. 

As a variation, additional experiments were conducted 

with the CNN-LSTM hybrid model to capture the 

temporal sequence of the video frame. They showed that 

the integration of CNN and LSTM was able to improve 

recall and precision in detecting physical violence in 

short videos. 

The model was trained using the Adam optimizer, 

learning rate 0.0001, batch size 32, and epoch 50 times. 

To speed up the training process and improve accuracy, 

transfer learning with the pretrained ResNet50 model is 

also used, CNN Model Architecture shown in Figure 2. 

 

Figure 2. CNN Model Architecture 

This image illustrates the basic architecture of the 

Convolutional Neural Network (CNN) used in the study 

to classify images from school environments into two 

classes: "Safe" and "Violent". The flowchart shows the 

process of transforming data from input to output, 

namely: 

a. Input Image 

It is an image or frame taken from school 

surveillance video (CCTV) recording. 

b. Convolutional Layer 

Some convolutional layers function to extract 

spatial features from the image (e.g., body 

movements, hand direction, object position). 

Each layer uses filters to detect edges, angles, 

and visual patterns. 

c. Relu Layer (Rectified Linear Unit) 

It is used to add non-linearity to the model and 

speed up the convergence process during 

training. 

d. Fully Connected Layer 

A final layer that combines all the features and 

provides predictions of the target class. 

e. Output Layer 

Provides a final classification, i.e. "Safe" or 

"Hard", based on the results of the feature 

analysis. 

2.7 Devices and Infrastructure 

The model was developed using the Python 

programming language with the TensorFlow and Keras 

frameworks. The experiment was conducted on laptops 

with Intel Core i7 processor specifications, 16 GB of 

RAM, and an NVIDIA RTX 3060 GPU. For real-time 

speed testing, the system was also implemented on the 

Jetson Nano as a simulation deployment in schools with 

limited infrastructure [6]. Hardness Detection System 

Flowchart shown in Figure 3. 

 

Figure 3. Hardness Detection System Flowchart 
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This image is a representation of the process flow of the 

digital image-based violence detection system designed 

in the research. This diagram shows the logical 

sequence of data processing stages from the camera 

input to the detection output, namely: 

a. Camera 

Surveillance cameras (CCTV) continuously 

record activities in the school environment. 

b. Frame Extraction 

The video footage is broken down into 

individual pieces of images (frames) for 

independent analysis. 

c. Preprocessing 

Stages of image size normalization, color 

conversion (e.g. to grayscale or RGB), and 

augmentation (flip, rotation, brightness). 

The goal is to improve the quality and 

consistency of the data that goes into the 

model. 

d. Model CNN 

The preprocessed images were fed into the 

Convolutional Neural Network (CNN) model 

for classification. 

e. Classification Process 

CNN provides output in the form of two labels: 

Safe: activities that show no signs of violence. 

Violence: suspicious activity or showing 

aggressive behavior. 

f. Output-Based Actions 

If the classification is "Secure", then the data is 

logged or stored as a reference. 

If the classification is "Violence", the system 

automatically sends a notification to the 

relevant parties (e.g. school security officers or 

homeroom teachers). 

 

3. Results and Discussions 

The analysis and design stages are a crucial foundation 

in the process of developing artificial intelligence-based 

systems, especially those that involve the process of 

automatically detecting physical violence images.  

3.1 Stages of Analysis and Planning 

The analysis and design of the system is arranged 

through six main stages which will be described in detail 

in the following discussion. To make it easier to 

understand the process flow, the stages are visualized in 

the form of a chart shown in Figure 4. 

 

Figure 4. Planning Flow Chart 

Figure 4 shows the initial flow of the development of a 

violence detection system, starting from data collection, 

analysis of needs and methods, to designing system 

structures and architectures to support effective 

detection functions. 

 

3.2 Data on Violence 

The data sources in this study come from two main 

types that complement each other, namely real-time 

data from CCTV and simulation data of violent acts. 

Labeling is done manually by two annotators to 

distinguish between violent (aggressive movement) and 

non-violent (normal activity) images. Quality is 

maintained by cross-validation and consensus review 

according to the principle of inter-rater reliability. The 

data limitations in the CNN model are addressed with 

image augmentation, such as rotation, flipping, lighting 

adjustments, noise addition, and zoom and crop, to 

improve generalization and reduce overfitting. Table 2 

summarizes the dataset details, including the number of 

samples and categories. 

Table 2. Dataset 

Yes Data Source Label Number 

of Images 

Format 

1 CCTV 

Dormitory 
Room 

Violence 800 .jpg/.png 

2 Classroom 

CCTV 

Non-

Violence 

700 .jpg/.png 

3 Simulation 
Training 

Video 

Violence 500 .jpg/.png 

4 Additional 
Datasets 

Non-
Violence 

500 .jpg/.png 

 
Total — 2.500 — 

 

The table summarizes 2,500 images from various 

sources, including CCTV footage of dormitories and 

classrooms, simulation of training videos, and 

additional datasets. This data labeled violent and non-

violent, in .jpg and .png formats, is used to train the 

system to be able to accurately distinguish between 

violent and non-violent activities. The following are the 

results of the detection experiment on the detection of 

physical violence. Violent Detection Result shown in 

Figure 5. 

 

Figure 5. Violent Detection Results 
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The image shows the results of the detection of physical 

violence from CCTV footage, where the computer 

vision system  marked the area of the incident with a red 

box and labeled it "Violence Detected" as an indication 

of an act of violence. 

3.3 System Analysis 

The analysis of this system includes the design of a 

CNN-based and Computer Vision-based violence 

detector at the Al-Falah Huraba Islamic Boarding 

School, including user needs, data flows, algorithms, 

module integration, and risk mitigation. The modular 

system consists of CCTV video acquisition, frame 

preprocessing, CNN classification, U-Net 

segmentation, result storage, and real-time monitoring 

dashboard, designed based on software engineering 

principles and the latest AI image processing practices. 

3.4 System Design 

The output design displays the results of the violence 

detection in real-time. The live feed shows detected 

objects with a red box, the detection log records details 

of the time, camera location, and probability, while 

notifications provide quick alerts when violence occurs. 

The camera and date filter feature makes it easy to 

search for detection data, which can be seen in Figure 6 

below. 

 

Figure 6. System Design 

4. Conclusions 

In conclusion, there is a research gap in the development 

of violence detection systems that are appropriate for 

school contexts, as most previous studies have focused 

more on public spaces. With the characteristics of a 

homogeneous school environment and spontaneous and 

brief incidents of violence, a solution is needed that is 

able to quickly and accurately recognize the difference 

between safe and violent activities. This research 

answers this need by designing a digital image-based 

visual detection system that is integrated with school 

CCTV, so that it can improve security and response to 

violence in the educational environment. 
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