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Abstract  

The development of digital technology has brought significant changes across various sectors of life, including 

transportation. One of the most popular modes of transportation among the public today is online motorcycle taxis, such as 

Gojek. Gojek continues to innovate to meet customer needs more effectively and to expand its range of services. This study 

aims to identify the number of positive, neutral, and negative sentiments in a user review dataset, as well as to evaluate the 

performance of the algorithms used—namely, SVM and Random Forest. The analysis was conducted on 10,000 customer 

reviews from the Play Store application, resulting in 2,057 positive sentiments, 1,135 neutral sentiments, and 6,295 negative 

sentiments. The classification model compared the SVM algorithm with the Random Forest algorithm, and the results show 

that Random Forest achieved better performance, with 91% accuracy compared to SVM’s 89%. These findings demonstrate 

that Random Forest performs better in handling word distribution within review texts than the SVM method. 
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1. Introduction 

The development of digital technology has brought 

significant changes across various sectors of life, 

including transportation. App-based services have 

become the primary solution for meeting people’s 

mobility needs, offering greater convenience, 

efficiency, and speed. Gojek, one of the pioneers of 

online transportation services in Indonesia, has evolved 

into an integrated digital ecosystem that offers a wide 

range of services, from transportation and food 

delivery to digital payments [1][2].  

With over 100 million downloads and a 4.6-star rating 

on the Google Play Store, Gojek has become the 

preferred choice for users in Indonesia and across the 

Southeast Asian region [3]. User reviews on digital 

platforms such as the Google Play Store play a crucial 

role in reflecting user perceptions, satisfaction levels, 

and experiences regarding the quality of the services 

provided. This information can be utilized by 

developers to make strategic decisions aimed at 

improving service quality [4]. 

As the number of users continues to grow, the review 

feature has become a valuable source of information 

for evaluating customer satisfaction levels. The large 

volume of user comments can provide insights into 

customer perceptions of a particular service and help 

identify areas for improvement. This can be achieved 

through sentiment analysis of user comments posted on 

digital platforms such as the Google Play Store. 

However, user reviews are often subjective and exhibit 

complex variations in sentiment, requiring analytical 

methods capable of classifying opinions into positive, 

negative, or neutral categories. Sentiment analysis, a 

subset of natural language processing (NLP), aims to 

detect and categorize opinions or emotions expressed 

in text into corresponding sentiment groups [5].  

The development of machine learning, as a branch of 

artificial intelligence (AI), has also advanced rapidly 

and has been widely adopted across various industrial 

sectors [6]. Support Vector Machine (SVM) and 

Random Forest are among the most widely used 

algorithms in sentiment analysis due to their proven 

effectiveness in text classification [7][8]. SVM has the 

capability to separate data into two distinct classes by 

identifying the optimal hyperplane that maximizes the 

margin between them [9]. Meanwhile, Random Forest 

is a decision tree–based algorithm derived from the 

CART (Classification and Regression Trees) method, 

in which multiple decision trees are combined to 

enhance classification accuracy. NLP technology 

enables large-scale automated analysis of review texts 

to identify sentiment patterns such as positive, 

negative, or neutral [10]. 

Various studies have been conducted on the 

application of machine learning algorithms in 
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sentiment analysis. One study applied the SVM 

algorithm to analyze application reviews and achieved 

a high level of accuracy[11][12][13]. This 

demonstrates the effectiveness of SVM in sentiment 

classification using online transportation service user 

data. The Random Forest algorithm was also applied to 

analyze Gojek review sentiments and produced 

competitive results [14]. A comparison of several 

algorithms, including Naive Bayes, SVM, Logistic 

Regression, and Random Forest, showed that the 

performance of each algorithm is highly influenced by 

the characteristics of the dataset [15][16]. This 

indicates a significant difference in accuracy and 

efficiency between SVM and Random Forest. 

However, there is still limited research that directly 

compares the two algorithms comprehensively, taking 

into account factors such as preprocessing, data 

volume, and sentiment distribution in Gojek user 

reviews. [17]. 

Based on the above description, this study aims to 

compare the performance of the Support Vector 

Machine (SVM) and Random Forest algorithms in the 

sentiment analysis of Gojek user reviews. It also seeks 

to examine the influence of various factors, such as 

text preprocessing, dataset size, and class distribution, 

on classification results. The findings of this research 

are expected to make a meaningful contribution to the 

development of machine learning–based sentiment 

analysis systems and serve as a valuable reference for 

the digital services industry in gaining a deeper 

understanding of user opinions. 

2. Methods 

This study analyzed user reviews of the Gojek 

application available on the Google Play Store. The 

stages of the research are presented in Figure 1.[18] 

[19][20]. 

 
Figure 1. Method 

1. This study utilized secondary data in the form 

of user reviews of the Gojek application 

obtained from the Google Play Store, 

specifically collected by the researcher to 

address the research problem. The data 

collection process involved scraping 10,000 

user comments or reviews from the Play Store 

using the google-play-scraper library 

available in the Python programming 

language. 

2. Sentiment analysis employs supervised 

learning methods, which require a labeled or 

annotated dataset. The labeling process is 

essential for enabling supervised learning. In 

this study, a sentiment column was added 

with the following criteria: scores of 1–2 

represent negative sentiments and are coded 

as -1, a score of 3 represents a neutral 

sentiment and is coded as 0, and scores of 4–5 

represent positive sentiments and are coded as 

1. 

3. The next stage is data preprocessing, in which 

the data is prepared for analysis. 

Preprocessing is necessary to ensure that the 

data meets optimal quality standards before 

being used for analysis. This process consists 

of several steps, including data cleaning, 

tokenization, stopword removal, and 

stemming.. 

4. At this stage, the Term Frequency–Inverse 

Document Frequency (TF-IDF) method is 

used to convert the collection of raw text 

documents into a numerical representation. 

5. At this stage, the prepared text data is 

classified and modeled. Before the modeling 

process, the preprocessed data is weighted 

using the Term Frequency–Inverse Document 

Frequency (TF-IDF) method. TF-IDF is a 

weighting technique used in text analysis to 

measure the importance of a word or phrase 

within a document. After the weighting 

process is completed, the modeling process 

continues with the application of the SVM 

and Random Forest algorithms. 

 

3. Results and Discussions 

3.1 Data collection 

In this study, data were obtained from Gojek user 

reviews on the Play Store using web scraping 

techniques. A total of 10,000 data entries were 

collected. 

 

Figure 2. Web Scraping Result Data 

3.2 Data Labeling 

This labeling process is essential for supervised 

learning methods. A sentiment column was added with 

the following criteria: scores of 1–2 represent negative 

sentiment and are coded as -1, a score of 3 represents 

neutral sentiment and is coded as 0, and scores of 4–5 

represent positive sentiment and are coded as 1. 
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Figure 3. Data labeling results 

3.3 Preprocessing 

The next stage is data preprocessing, in which the data 

are prepared for analysis. Preprocessing is essential to 

ensure that the data meet optimal quality standards 

before being used for analysis. This process involves 

several steps, including data cleaning, tokenization, 

stopword removal, and stemming. 

3.3.1 Data Cleaning 

This stage involves the removal of unnecessary 

components to reduce noise in the data. The remaining 

data consist only of alphabetical characters. The source 

code for the data cleaning process is shown below. 

 

Figure 4. Source Code data cleaning 

Figure 4 shows the Python code used for data cleaning, 

which includes removing URLs, converting text to 

lowercase, deleting mentions and hashtags, and 

removing special characters. 

3.3.2 Tokenizing  

This stage involves breaking sentences into smaller 

units or individual words, a process known as 

tokenization. We use the NLTK (Natural Language 

Toolkit) library to perform this task. The content 

column contains the original text (review sentences). 

The .apply(regexp.tokenize) function applies the 

tokenization process to each row in the content 

column. The results of this process a list of individual 

words are stored in a new column named 

content_token. Figure 5 displays the tokenization 

results. 

 

Figure 5. Tokenizing Results 

3.3.3 Remove stopwords 

This stage removes words that do not carry significant 

meaning and are unnecessary for analysis. The lambda 

function filters each word (item) in the list, and the 

condition if item not in stopwords ensures that only 

words that are not stopwords are retained. Figure 6 

shows the results of the stopword removal process. 

 

Figure 6. Stopword Removal 

3.3.4 Stemming 

Stemming is performed by removing affixes or word 

endings. The results of the stemming process are 

shown below. Figure 7 shows that words containing 

affixes or morphological variations have been reduced 

to their base or root form. For example, different word 

forms are standardized into a single base term. 

 

Figure 7. Stemming Result 

3.4 Feature Extraction 

The Term Frequency–Inverse Document Frequency 

(TF-IDF) method is used to convert a collection of raw 

text documents into numerical representations. The 

results of the TF-IDF process are shown below. 

 
Figure 8. TF-IDF Result 

 

3.5 Modeling 

After splitting the dataset into training and testing data, 

with 7,500 of the 10,000 entries used for training and 
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2,500 for testing, the modeling phase was carried out 

using the SVM and Random Forest algorithms.  

Figure 9 presents the code used to create and train a 

Random Forest Classifier model on the training data 

(X_train, y_train). The output of the 

RandomForestClassifier() confirms that the model has 

been successfully created.  

 

Figure 9. Modeling Random Forest 

Figure 10 shows the code used to create and train an 

SVM classification model using the training data 

(X_train, y_train). The SVC() model uses the RBF 

kernel by default. 

 

Figure 10. Modeling SVM 

3.6 Evaluation  

The following are the results of the evaluation of the 

Random Forest and SVM models using the confusion 

matrix and the metrics of accuracy, precision, recall, 

and F1-score. 

Figure 11 presents the evaluation results of the 

Random Forest Classifier algorithm, demonstrating 

excellent performance with an accuracy of 91%. This 

indicates that the training process and model 

parameters are performing optimally on the dataset. 

 

Figure 11. Random Forest model evaluation 

Figure 12 presents the evaluation results of the SVM 

algorithm, showing an accuracy of 89%. 

 

Figure 12. Evaluation of SVM model 

From the results above, the Random Forest model 

achieved an accuracy of 0.91 and an F1-score of 0.91, 

indicating that it performs better in handling the given 

data distribution. The SVM model achieved an 

accuracy of 0.89 and an F1-score of 0.90, which is 

relatively close to the performance of Random Forest. 

Figure 13. presents the confusion matrix of the 

Random Forest model, indicating robust classification 

performance. The high values along the diagonal 

demonstrate that most instances were correctly 

classified. The model effectively distinguished the data 

into three classes, with classification counts of 1,465, 

1,416, and 1,403, respectively. 

  

Figure 13. Confusion matrix random forest 

Figure 14 presents the confusion matrix of the SVM 

model, where the main diagonal values (1,536; 1,342; 

1,345) represent the number of correctly classified 

instances. The results indicate that the SVM model 

performs effectively, particularly in accurately 

distinguishing class 0. 

 

Figure 14. Confusion matrix SVM 
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Analysis and comparison of the performance of the 

SVM vs Random Forest models based on the 

Confusion Matrix above can be seen in Table 1. 

Table 1. SVM vs Random Forest based on Confusion Matrix 

Class SVM Model Random Forest 

Model 

Conclusion 

-1 1536 correct, 
57 incorrect. 

1465 correct, 128 
incorrect 

SVM is slightly 
better for class -

1 

0 1342 correct, 
175 incorrect 

1416 correct, 87 
incorrect 

Random Forest 
is better for class 

0 

1 1345 correct, 
250 incorrect 

1403 correct, 180 
incorrect 

Random Forest 
is also better for 

class 1 

    

The confusion matrix results show that the Random 

Forest model is able to identify classes “0” (neutral) 

and “1” (positive) more accurately than the SVM 

model. Although SVM performs slightly better in 

recognizing class “-1” (negative), it produces a higher 

number of misclassifications between classes 

compared to Random Forest. 

3.7 Visualisasi  

This visualization stage utilizes the Word Cloud 

library. Word Cloud is a Python library used to 

visualize text-based data by displaying the most 

frequently occurring words in a document. In this 

study, the data visualization is divided into three 

categories based on sentiment labels: positive, neutral, 

and negative. 

Figure 15 displays the word cloud for positive 

sentiments. Prominent words such as “gojek”, 

“aplikasi”, “driver”, “bantu”, “tolong”, “pesan”, 

“cepat”, “layanan” indicate the terms most frequently 

used by users. 

 

Figure 15. Word cloud sentimen positif 

Figure 15 displays the word cloud for netral sentiments 

as “driver”, “aplikasi”, “pesan”, “gojek”, “harga”, 

“bayar”, “tolong”, “pakai”, “gak”, “order”.  

 

Figure 16. Word cloud sentimen netral 

Figure 17 shows the dominant word is “aplikasi”, 

“driver”, “pesan”, “gak”, “udah”, “kecewa”, “tolong”, 

“bayar”, “order”, “masuk”, “akun”, “cancel”. Word 

“kecewa”, “gak”, “salah”, “susah”, “rugi”, “blokir” 

illustrates the word cloud for negative sentiments, 

which indicates user dissatisfaction or issues 

encountered during the use of the application. 

 

Figure 17. Word cloud sentimen negatif 

4. Conclusions 

After implementation and testing, several important 

findings can be concluded from this study. The 

classification of sentiment reviews on the Gojek 

application in the Play Store shows that the Random 

Forest method has better performance than SVM with 

91% accuracy compared to SVM with 89% accuracy. 

These results prove that Random Forest is superior in 

handling word distribution in review text compared to 

the SVM method, especially in classifying positive, 

neutral and negative sentiment. Based on the results of 

the sentiment analysis, it is clear that Gojek user 

sentiment tends to be negative. with 6295 negative 

sentiments, 2570 positive sentiments and 1135 neutral 

sentiments.  

The results of the confusion matrix indicate that the 

Random Forest algorithm is more accurate in 

identifying classes “0” (neutral) and “1” (positive) 

compared to SVM. Although SVM performs slightly 

better in recognizing class “-1” (negative), it produces 

a higher number of misclassifications between classes 

than Random Forest. 

Future work on this research could involve applying 

more rigorous data filtering techniques and exploring 
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or comparing additional algorithms. 
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